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Behavioral Sciences: Prediction of Federal Aid

Allocations to Local School Districts)

Overview of the Study

The main thrust of this presentation is to explore alternative procedures in

the cross validation of regression models. However, a brief overview of the

Federal aid prediction study would be helpful in setting the stage.

The purpose of the study was to determine which community characteristics,

among the twenty nine studied, were statistically most useful as predictors of

per-pupil Federal aid to the 169 school districts of Connecticut for the 1968

and 1969 fiscal years. Three regression models were developed using these

community traits as predictors. The predictors and criterion variables used

in these models were nearly perfect in their reliability as they were based upon

dollar amounts, welfare records, or other equally measurable factors. This

reliability of predictors and criterion was quite different than in the other

studies presented here today.

Multiple correlation coefficients for all models were significant at the

.01 level with the community characteristics reflecting need as defined by law

proving to be the best predictors of aid allocations. Cross validation of these

models provided the methodological concerns of this paper.

Cross Validation

The crose validation technique used was to predict future or past'funding

levels and compare these with actual Federal aid grants. This type of cross

validation introduced certain problems not encountered when using the classical

procedures.

Traditional procedures, and their limitations, for cross validating

1. This paper is based upon a portion of the author's doctoral dissertation;
"the Development of Regression Models using Community Characteristics as
Predictors of Fedetal Aid Allocations to Connecticut School Districts."



predictive equations derived from multiple linear regression and multiple correla-

tion analysis have been discussed by Darlington (1968) and Kelley (1969). It

is generally agreed that the statistical estimates of the Mult-R shrinkage using

either the Wherry (1931) or the Lord (1950) - Nicholson (1948) formulas yield

optimistic results. Empirical cross validation on an independent sample or

developing the predictive equation on two-thirds of the original sample and cross

validating on the remaining one-third are the alternatives usually proposed.

A single model is used here to illustrate the alternative procedures for

cross validation.

Model III fcr the 1959 fiscal year has as its criterion the per-pupil aid

granted under the sum of all major components of Federal aid administered by

the State Department of Education. A multiple correlation coefficient of .810

was achieved when a total of 27 predictors were permitted to enter the model.

The standard error of the estimate was 11 07.

Preliminary cross validation of this full model using the weights derived

from the 1969 data to predict 1968 allocations indicated a cross validated

correlation of .67. This was considerably lower than the shrinkage estimates

obtained when using the Wherry or Lord - Nicholson formulas.

Empirical cross validation traditionally requires the selection of an in-

dependent sample on which to apply the derived predictive equation. Sample

independence permits one to assume equality of means and homogeneity of variance.

In the Federal aid study, however, cross validation was performed not on an

independent sample of communities, but on the same communities used in the

developmental sample. Moreover, because of fluctuating Federal aid levels from

year to year, one could not assume equality of means and homogeneity of variance

between the developmental and cross validation samples.

For the above reasons, the usual cross validation correlation or its estimate

from the Wherry and Lord - Nicholson formulas seemed inappropriate. Three
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alternative techniques were examined in an effort to achieve a more meaningful

and reliable cross validation procedure.

The Stepwise Multiple Regression routine (IBM, 1968) returns a new Mult-R

and standard error of the estimate value for each successive step in the procedure.

This standard error diminishes with each step to a point where the inclusion of

additional predictors will cause it to increase. Examination of the following

formula, where 'D' is the total sum of squares, 'Scum' is the cumulative sum

of squares reduced through the i-th step, 'n' is the sample size, and 'k' is the

number cf predictors, explains this phenomenon.

SE
D - Scum

y.1, 2, 3....i = n - k - 1

The first technique employed was to use only those predictors, which when

included in the model, caused a reduction in the standard error of the estimate.

This restricted model included thirteen predictors, giving a Mult-R of .806.

As indicated abovs, empirical cross validation using the full model yielded a

correlation coefficient of .67. The cross validated correlation for the re-

stricted model was .77. This technique of using a restricted model, which had

a slightly lower Mult-R pith respect to the developmental sample, gave a much

improved cross validated result. This finding has been replicated with respect

to other models developed in the Federal aid study.

Insert Table 1 about here

While the cross validated correlation improved ten points when the restricted

mode) was employed, the predicted means for both the full and restricted models

were significantly different from the criterion mean. (See Table 1)
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A second technique was then employed to handle this difference. Federal aid

levels were about eleven percent higher in 1968 than in 1969. Accordingly, the

predicted vectors for both the full and restricted models were multiplied by the

constant 1.11. The means of these 'corrected' vectors were much closer to the

criterion mean. 'T' tests (See Table 1) indicated these differences were not

significant. The multiplication of the predicted vectors by a constant to reflect

different levels of Federal f,,nding yielded a better predictive model; however,

this improvement would not be reflected in the correlation between the criterion

and the 'corrected' vectors.

The third factor examined was the standard error of the estimate. A comparison

between the standard error of the estimate and the standard deviation of the

criterion provides a measure of how well the predictive model is performing.

As the standard error approaches the standard deviation of the criterion, the

Mult-R approaches zero. Conversely, as the standard error approaches zero, the

Mult-R approaches one.

Insert Table 2 about here

Examination of Table 2 reveals that the )est predictive model, in terms of

cross validated results, was the restricted model using thirteen predictors

corrected for differential levels of Federal funding. The cross validated cor-

relation was .77, the mean of the predicted values was not significantly different

frog the criterion mean, and the standard error of the estimate was the lowest.

Summary and implications:

It was found that restricted models using fewer predictors achieved higher

cross validated correlations. These models also yielded lower standard errors.

When using cross validation samples which are rot independent of the developmental

sample, one cannot assume equality of means and homogeneity of variance. 'T'

tests were employed to identity differences with respect to the means. Where
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significant differences existed, a factor reflecting the different levels of

Federal funding from year to year was used to equate the means and yield better

predictive models. Models using fewer predictors and including the correction

factor yielded smaller standard errors.

When developing predictive models to be used to estimate future traits on

the same or other non-independent sample, cross validation via standard empirical

or shrinkage procedures may not yield optimal feedback on the effectiveness

of the predictive models. Consideration of restricted models using only a few

good predictors may yield more valid results in terms of higher cross validatcd

correlations, and reduced standard errors. Equating means by the introduction

of a constant may also improve model generalizability.

RAG :ss

CPE
12-1r-71
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Actual
1968
Funding

Table 1

't' Testa Between Actual 1968 Funding

and Predicted Funding Levels

full model restricted model

1968 predicted 1968 predicted
and corrected

1968 predicted 1968 predict
and correotel

3.58* .997 4.57* 1.61

* significant at the .01 level
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